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ABSTRACT

The major issue in wireless sensor network (WSNthés power control since it is impossible to regeaor
replace the batteries of the sensors. The serrsmisntit at high power to make it s transmissiorcessful. Transmitting at
high power not only reduces the lifetime of the @@@nd that of the network, it also introduces ssie®e interference.
Therefore, every node should transmit at minimalvgrowhile satisfying the quality of service (QoSquirements.

This paper gives introduction of a different powentrol techniques.
KEYWORDS: Wireless Sensor Networks, Power Control
INTRODUCTION

WSNs present a vast application field, for examipig¢he scientific, logistic, military and healttelid. According
to MIT'S Technology Review, this technology is asfethe ten new technologies which will change tharld/and our
manner of living and work [1]. The battery is arpiontant component of a sensor. Generally, it isheeireplaceable nor
rechargeable. With its small size, it provides aergy quantity which is very limited. So, it limithe lifetime of the
sensor and influences the total operation of theverk. This is the reason why, today, protocolsueing low energy
consumption occupy an important research oriemtaitiothis field. A sensor ensures acquisition, datacessing and
communications. The communications are the mosggreonsuming. Thus, a good diagram of energy mamagt must,
in priority, take into account communications. Tiajority of communication protocols in the Ad-Hoetworks do not
satisfy the characteristics of the WSNs. This i tbason why there is a need for improving thendemeloping new

power control techniques.
POWER CONTROL

The energy incurred in transmission can also beiaed by using different transmission power levaid/ar
coding/modulation mechanisms. This is termed asepasentrol. Ideally, power control explores a couatus control
space and is more theoretically attractive. Howewereality wireless devices are only capable ldrging power levels
and/or coding/modulation in a discrete fashion.h#fis been widely recognized that energy conservatiades.
One example is that users experience a signifidaiy to bring up a laptop from the hibernation mo&imilar
observations can be made in applying power manageared power control techniques in wireless systelktany
research endeavors explore the energy-performagsigrdspace to devise better energy-conservatimoqols subject to
several performance constraints [2]. In particulan intelligent energy conservation mechanism shdelerage
information from the various layers of the protostack. For example, QoS requirements of applinatguch as the delay
bound can be used to guide power management/catgrisions. Knowledge of communication pattern® &slps to

conserve energy without degrading performance.
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POWER CONTROL TECHNIQUES
Clustering Protocols

LEACH (low energy adaptive clustering hierarchyptoicol and a centralized version of this protoaallled
LEACH-C. These protocols are based on clusteringufe 1). Clustering consists in the segmentatiotin® network into
groups (clusters). Sensors transmit their data tdsvgroup representatives called cluster heads )(Gtsch send these
data to the base station (BS). In some applicatiohts make a simple data processing (data aggoegdior example) on
the received data before retransmitting them toBe This approach permits the bandwidth re-utiiiza It also offers a
better resource allocation and helps to improveethergy control in the network [1,6,7,8]. With thEACH protocol,
aggregations and compressions of data, and romtingnize energy consumption by reducing the dada fand thus the
total communications. The sensors are homogeneulisiave the same energy constraints. Clusterimgvalsensors to
establish small communication distances with tléis. The CHs communicate their calculation redolthe BS.

Clusterhead

Sensors

j‘\ T

Figure 1: Clustering in WSNs

The system is based on a probabilistic demand madel fixes the optimal number of clusters accardinsome
parameters such as the network topology, the cornuaions and the computational cost. (Generallys C&present 5%

of the sensors number in the network). With thishod, sensors die randomly.

CHs receive the answers from simple sensors. Thegtee TDMA (time division multiple access) tables
according to the number of sensors in a clustechEBgnsor transmits its data to its cluster headgube time slots
specified in the TDMA tables. Sensors turn off theitennas and wait for their speaking time. Thethod permits to
minimize the energy dissipation. CHs leave thedereers on to receive all the sensors data. Thes &ihpress received

data and transmit them to the BS.

Each CH chooses randomly a code in a list of CDMAdE division multiple access) propagation codes;
it transmits this list to its sensors in the clusihe sensors will use this list for their transsidns. This method permits to

minimize the communication interferences betweesed CHs.
The LEACH Protocol Ensures that
e Clusters are self-configured independently of tise(Bistributed algorithm.)
« Data are aggregated to reduce the amount of tréteshmformation to the BS.
» Energy consumption is shared between sensors andhb network lifetime is increased.

» Using TDMA/CDMA techniques, a hierarchy built onraultilevel clustering can be built and used to #ase the

amount of saved energy
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Robust Cooperative Routing Protocol (RRP)

Due to the broadcast nature of wireless mediungmboring nodes of a transmitting node can overliear
packet, which is calle®Vireless Broadcast Advantage (WHA). This is illustrated in Figure 2. Inherently, is also
cooperative caching in the neighbourhood. As neadzes with a copy serve as caches, the next-hde cauld retrieve
the packet from any of them. Suppose node 1 attetopleliver a packet to node 5 over patf345. When 1 transmits to
node 3, nodes 2 and 6 may also correctly receieepidicket. Cooperation among those nodes may rasuitgh

energy-efficiency and robustness when we carefillize diversity.

In our work, we assume the wireless sensor netvgodensely deployed, so each node has plenty ghhedlrs.
In our proposed robust cooperative routing protq&RP), multiple nodes with a same packet attempddliver it to
another node cooperatively. Assume all nodes hagesame transmission range and a path has alresdydstablished
between a source and a destination, which is edei as the intended path. The nodes on the iatepdth are called
intended nodes. A guard node is at least a neighigpnode of two intended nodes, i.e., a guard reatereach at least
two intended nodes. Likewise, a link between a duede and an intended node is called a guardAislguard nodes are
able to take advantage of WBA, they can work coafpegly to deliver packets along the intended pdtie intended path,
along with the guard nodes, collectively constittive robust path(the wider path), which is used to enhance the
robustness. Thus, using multiple guard links, thieustness of an intended link is enhanced at eaph Revisit the
example in Figure 3, if link43 fails due to deep fading or the departure of Mdddien node 3 cannot receive the packet
correctly. Without waiting for potential multipleetransmissions over the unreliable or disappeargd1l — 3 before
re-routing or dropping the packet, a substitute Br4 or 6— 5 could transfer the packet proactively. As longaaeast
one link is capable of delivering the packet susfidly, the packet can be received and further &ovded towards the
destination. Actually, robust routing works likenfearding in a zone. Nodes in the zone collaborstiferward the packet
to the next zone progressively towards the desinaDifferent from the traditional narrow path sisting of one node at

each hop, the robust path contains multiple notleach hop, as shown in Figure 3.
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Figure 3: A Robust Path between s and d
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To sum up, when an intended node fails to receiymmeket from its intended upstream node, guard si0de
successfully receiving the packet will help forwding packet proactively to the downstream node(#)out waiting for
the routing instruction (re-routing via alternatatly. The packet is delivered to the intended dowasm node
(the two-hop-away node on the path) if reachabi¢o the node that lost the packet otherwise. Edubest illustrates the
idea. Through node 6, the number of transmissieesled from node 1 to node 5 reduces to 2 if nadangfers the packet
successfully. Otherwise, the total number of trassions needed from node 1 to 5 would be at leadtrbde 1 only
retransmits to node 3 once and selects another payht6-5, thereafter. The probability that all guard lirdesd the
intended link fails simultaneously is much smatlean the probability of a failed intended link. Téfre, guard links can
improve the reliability and reduce the end-to-eethy at the cost of spending more energy in oveitgat guard nodes.
On the other hand, energy savings via avoidingnstnissions over a hostile or lost link may potdiytioffset the energy
consumption of overhearing. It is possible thatpmyation among guard nodes lowers the energy cartgamwhile
achieving robustness. Finally, our approach iseddfit from traditional relaying and alternative ting. Traditional
relaying schemes forward the overheard packetedntiended receiver of the packet transmissioneaduilr RRP forwards
packets to reachable downstream nodes closer weftmation. Traditional alternative routing haswait for the time-out
at the network layer (i.e., after multiple retramssion attempts at the MAC layer and declaringlithie failure) and then
find the alternative path to replace the failechpahile our RRP could forward the packet at the Mlager, hence reduces
the transfer delay at the intermediate nodes orpéib. Rather than purely relying on the networfetato implement
cooperation, MAC and network layer cooperation aehieve better channel utilization, reduce delay iamprove energy
efficiency. Our RRP is different from multicast any cast, because cooperation nodes have the kigaviabout
succeeding nodes. So the trace of a packet isctestin the determined robust path, instead opagating information

network-wide.
Virtual Multi Input Multi Output (MIMO) Scheme

Multipath fading strongly impacts the communicatamd increases the possibility of signal canceltativhich
leads to higher packet loss and therefore resultingnore power consumption in wireless environmem$MO
technology has the potential to enhance channedaitgpand reduce transmission energy consumptigticpkarly in
fading channels [4]. This is done by exploitingagrrgain, multiplexing gain and diversity gain. Howee direct
application of multi-antennas to sensor nodes tsviable due to the restricted physical dimensiba eensor node which
typically can only prop up a single antenna. Ifiuidual nodes cooperate for transmission and/oepdon, a cooperative
MIMO system can be build such that energy-effici®iMO schemes can be employed in WSN. Cooperatioorg
sensor nodes termed as virtual MIMO (VMIMO) has #hdity to reduce the total power consumed foradaansmission

in the sensor network.

e Virtual MIMO System Model: In virtual MIMO systems, transmit and receive daigr are achieved in a
distributed manner by the sending and receivingigso The VMIMO system model is shown in Figure &4. |
consists of cooperative sender having multiple sendodes and receiver having multiple receivingex) each
with a single antenna. In the sending group, tgeads from multiple sending nodes are encoded hgespime
technique and transmitted to the receiving groupth& receiver, space time decoding is used toratpshe

received signals and extract the original infororati
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Figure 4: Virtual MIMO System Model

Medium Access Control (MAC) Protocols
There are three main techniques that can be entgloyghe MAC layer to decrease energy consumption.

In the first technique, nodes coordinate transmissiand receptions among themselves. Since eaehkmaivs when to
receive and send data, collisions are diminished,itis possible to completely turn the radio wfien it becomes idle.
The second technique consists of turning off nadk&Eh are not essential to the network operatibns treducing the
amount of packets transmitted. This task is comgnperformed by topology control protocols, whictripdically rotate
the dormant nodes, while still maintaining a conedmetwork and ensuring sensor and actuator cgeereer the sensed
area [5]. In the two techniques mentioned abowve,atmount of unnecessary traffic is reduced to th@nmam, and the
radio is active only when strictly necessary. Hertbe third strategy to reduce energy is to mingdizhe amount of
energy required to send packets. Whenever a nosle¢ch&ransmit data, it does so at the lowest trésson power
necessary to reach the destination, thus less eimempnsumed. The reduction of the transmissiongoaliminishes the
likelihood of collisions on the network, increaghe number of simultaneous transmissions and ingaalhe capacity of
the network. TPC (transmission power control) téghes have been widely utilized in CDMA cellulatwerks, and also
researched and evaluated in mobile ad hoc netWMRNET). However, the use of TPC techniques stilkibeen one of

the issues less studied to reduce energy in MAGUBNS.

There are four new techniques to TPC for MAC proteéin WSN. These techniques are evaluated byNoAC
protocols, called Iterative, Attenuation, AEWMA amtybrid, developed for the Mica2 commercial platforvireless
sensor nodes. The Iterative and Hybrid protocolsutae the minimum transmission power by successieractions
between the sensor nodes. In these protocols, uaktygof the communication is determined by itargton the radio
transmission power. The transmission power is se®d or decreased by small steps at a time, Umgilminimum
transmission power is found. The two others prdmcéttenuation and AEWMA (Attenuation with Exporiedly
Weighted Moving-Average), keep the reliability dktlink by calculating the minimum transmission jgowased on the
reception power, taking in to account the fade-oluthe signal in the transmission media. In ordercalculate the
minimum transmission power based on the mediummadtigon, simplified equations are used considetirg resource

limitations of the nodes. Due to their simplicitigpse protocols can also be applied to more restulmetworks.
Power Control Algorithm

Two Power Control Algorithms[6]: One Multiplicative-Increase Additive-Decrease Powentrol (MIAD PC)

and one power control based on the estimationeop#tket error rate (PER PC).

* Power Control: A simple adjustment rule for the transmit power barbased on the following mechanism: when
an erroneous packet is detected, the pdwes increased by Al where d is an integer antl the step size,

whereas each correctly received packet imposesraaie of the transmit power hy
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Figure 5: Markov Chain Model of the MIAD Power Control Algorithm

The parameters d antl obviously influence performance of the packet emate process, and the power
consumption. The dynamics of power transmission lsarmodelled through a discrete Markov chain, siegré 5.
Transmitted power is quantized into L values ancheaalue is associated to a state of the chainedfien and power
control force jumps from one state to another. Adow to this scheme, there is #&length jump forward
(to the right in the figure) if a packet error orguand a single jump backward if a packet is ablyeeceived. Ifp is the
desired packet loss probability, then it shoulddhiblat A= p/(1- p).The transition probabilities from one state tother

depend on the packet error probability, whereassthady-state probabilities, k = 1,....,L, can be easily computed

P
through the equilibrium equations togetherV\EFﬁ:1 =1

eréf, denotes the packet error probability associated to
level k of the transmit power. An analytical moaéithe transition probabilities enables the analysfi the packet loss
process. This is for example useful in situatioteew an ARQ protocol is used for the retransmissiberroneously

received packets. Indeed, the Markov model allawsh accurate characterization of the delay okeadelivery [14].

7r,_,:(1—F;c+1)7rk+1, 1<k<d
Tk = Fy—ap—a + (1 — Fip1)Thy1, d<k<L-1

mp = Tp_alP_q.,

The implementation of the MIAD PC requires knowledgf the packet error probability, once a poweelas
fixed. Such a probability can be estimated eitrengian analytical model of the SINR (signal teeiférence plus noise
ratio), or simply observing the sequence of thekptcerroneously received. The first solution is thost accurate, but
requires an estimation of the channel statistidgs Estimation may be difficult on computationadignstrained sensor
nodes, since some accurate signal processing uredcfo estimate the average and standard dewiafithe transmitted
and interfering signals. The second solution isps#m as it requires just the computation of thenhar of erroneous
packets. The disadvantage of this solution is ith@tkes some time to collect an accurate estimatiothe loss process.
Hence, the packet error probability could be owerunder-estimated, leading to an too high pow&samption or to a

too high packet error rate, respectively.

* PER Power Control: When a model of the wireless channel is availathle, packet error probability can be
analytically computed for each communication liBl. setting a constraint on the probability, thensnait power
can be derived. Let us denote the packet errorghibity of the node by F(P;), indicating the dependence on the
transmit powerP;. Under the assumption of bit-to-bit error indepemek, wherd is the number of bits of a
packet, and-b(Pi) is the average bit error probability. Such a philitg has to be computed according to the
modulation scheme and the wireless propagatiorstitat The Telos motes use the OQPSK (offset cuiack
phase shift keying) modulation. In a AWGN wireledgnnel, it is easy to see that the bit error gudipa is

given as follows:
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F(P)=1—[1—F(P)] (1)

Ry(P) = %Q( 7P, @)

Where Q1) = 1/VZr [Ze™"dt is the complementary standard Gaussianildi§om. In a slow fading

environment, which exhibits non-selective behaviourequency and time, the bit error rate can@essed as

3)
Where 7(Pi) is the average SINR.
SINR has a log normal distribution. Hence, its ageris given by
(P = et (4)
Where
ey =2In MY(P,) — illl M®(P)
| 2 )
py =2 MM (P) — %m M2 (P)
o2 =l MP(P) -2 M (B). ©

The termavi® (Pi) andM;® (Pi) are statistical expectations of the first two matsef the SINR.

By setting a constraint on the packet error prditgbsay p, the corresponding average SINRcan be derived
by (1) and (2) for the AWGN environment, and froh) &nd (3) for the Rayleigh case. At the receitleg, transmit power
can be computed in the controller such that theamee SINR is met. The algorithm is as follows: Hwerage SINR for
transmitteri is computed using (4)-(6), where the statisticglestations (5) and (6) are estimated using sasnseages.
Denote the period time of the power control Bynd denote the number of samples of the RSSlatetleduring one

period byM. We then have this value (or its quantizatiorgaexmunicated to the transmitter.

f\[(l (n1) UZ vi(n1 =+ 7)

(7
| M
MP(T) = =N " 32(nT + j
M (nT) A7 Z v; (nT + 7)
J=1 ®)
. ~ BPi(nT
Biwd 4+ Ty="3 ﬁr((nT))
' €)
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CONCLUSIONS

In this paper, we have presented power controlnigcles for wireless sensor networks. Wireless Senso

Networks (WSNs) are a specialized type of ad-hotwoks, where hundreds or thousands of low costesoare

networked to monitor a given region. Energy constionpis one of the fundamental constraints thattrbesminimized in

WSNs and communication is usually the most enentgnsive operation in such networks. Hence, thdégdesf

energy-aware protocols & algorithms is a challeggiask. This paper has examined some importantgomlated to

energy control techniques.
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